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I SBMARY .

The goal of this project is to create an environment suitable for
camputer research activities in the understand ing and in the development
of methods for infomnfion processina. In particular we will study camputer
network behavior within the ARPA experimental camputer network. Our studies
include the mathamatical modelling and analysis of the behavicr of computer
systems emphasizing time-snared conputers and carputer natworks. We also
seek to validate the results of such modellin¢ through the use of measure-
ment procedures and will serve as the network measurement center in the

ARPA network.

In September, 1969, UCLA became the firsi. node in the ARPA experimental
camputer network. This tock place when we received the special purpose
message switching camputer (interface message processor-IMP). Within 'days
after the arrivsl of the IMP, bits and nessag:s were being transferred
between the IMP and the UCLA lost camputer, tle XDS Sigma-7. Since then,
the néuvork has grown to include.fogr nodes (UCLA, SR_I, uCsB, and the
University of Utah); late in October, the first Host-Host messages were
transmi.tted between UCIA and SRI, marking a micjor milestone in the develcp-

.ment of the ARP? carputer network.

UCIA, which is to act as the network measurement center has coatributed
to develogment of the programs which now func:icn within the TP for measwze-
ment behavior. Simple mecasurements have alreudy been performed vhich deror -
strate the opereztion and the usefulness of those measurerents technicues.

It is expected that this effort will bring abeut uvaderstanding cnd insight

into the network cperatior and bechavier énviig th2 next rerorting wuricd.




Moreover, it is an ideal tool for validating the mathematical modelliny

analysis work to which we are devoted.

Progress in the afea of mathematical modelling and analysis of computer
systems has been significant. A nurber of papers have been submitted,
presented, and published in this area and these are listed as references
below. The effort has been directed, mainly, in two areas: time-shared
computer systems analysis; and camputer network analysis. Research results
in the fciwer area have led to the beginning of a corprehensive theory for
time-shared scheduling algoritlms and their analyses. These results have
been submitted and accepted to the highly respected Sixth International
Teletraffic Congress to be held in !lunich, Germany, Septembder 1970 [Ref. 8].
1his work has progressed so well, that it is now tire to direct efforts
in attempting to model other aspects of time-shared computer operations,
sucih as: memor;y hierarchy stiucture; paging .2ffects on the scheduling
algorithm; and other congestion points suclhi as input/output congestion.

The second area of theoretical results has be:n in Camuter Networks. In
the badly of this report we includa the peper "Analytic and Simulation
Methods in Computer Network Design" which has been submitted and accepted
for presentation and publication at the forth:soming Spring Joint Computer
Conference in Atlantic City, New Jersey. The session at which this paper
will be present:d is to be devoted entirely to the ARPA Camputer Network,
and will undouttedly becave the set of pagers rost referenced with regard
to the ARPA Metvork. The main thrust of this paper is that both analytic
and simulation methods have been extremely effective in predicting network

behavior and have lead to realistic rodals of the ARPX notwork.
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In addition to our principal roles as first node in ths ARPA network,
Network keasurement Center, end Cawputer Systcms Modelling Research Center,
we have also been active in establishing the important standards and procedares
for carrying out Host-fiost communication through appropriate protocol and
larguages. This effort has beon continuing s:.nce the earliest discussions
of the ARPA Network, and has resulted in a pajer "Host~Host Cammunication
Protocol in the ARPA Network" which also has leen accepted for presentation
and publication at the Spring Joint Canputer Conference in the session
devoted to the ARPA Network. The contents of that paper are included
also in the body of this report following. The concepts put forth in that
work represent the results of many people in addition to those of the authcrs,
and it is important to cament that an vnusually effective association and
interaction has been set up awong many network sites, wherein concerned parties
have cooperated to create the network protocol described in that paper. This
same kind of cojperation has resulted in many benefits to the development cf
the network, and we feel that the esprit de corps of this ARPA comwnity is an
extremely valuable, zibeit intangible asset. The significant aspects of tais
protocol paper involve design concepts for that protocol wi‘thin the: networ} .
System calls and control camands are defined and suggestions are made reg: xd-
ing the usex level languages. A nurber of problens are solved through the
stardards set forth in this paper, but as is to be expected, many more ave
created which ¢s yet need resolution frem among the users of this network.
Clearly growth in this area must continue anc will follew with this paper as

the major point. of departuvre.

The response from the cocmputer ccmunity to the activities taking place

at UCIA has becn more than encouraging. We have achieved reognition as ose




of the leading carputer systems modelling ani analyses centers in the world.
Our efforts in measurenent of the network beh:vior have stirred up considerahle
interest. The impact of the partial solutions offered to the Host-Fost

Protocol and Language problem are just ncw beginning to be felt.

II TECHNICAL REPORT

Among the mumerous areas of investigation carried out during this report-
ing period, we choose to elaborate upon two in this ieport. The first dwells
on analytic and simulation models suitable forr cumputer network design, as men-
tioned in che summary. This paper follows as Section II.l and is made up of

the paper submitted to the Spring Joint Compuier Confereice.
The second effort emphasized here is that of the HOST-HOST Communication
A
Protocol in the ARPA Nebwork\and is presented as Section 1I.2, also in the

form of the subritted peper for the Spring Jo:.nt Camputer Conference.

Each paper contains its own reference lisit and is thereby self-containad.




7.

9.

10,

11,

PUBLICATIONS SUPPORIED UNDER ARPA CONTRACT #DAHC15-69-C-0285

Carr, C. S., S. D. Crocker, and V. G. Cerf, "HOST-HCST Communicaticn
Protocol in the ARPA Network," to be presented at and puklished in Proc.
of the §JCC, Ptlantic City, N.J., May 1970.

Chu, W. W., "Selection of Optimal Transmission Rate for Statistical Multi-
plexors," to be presented at and published ia the Proc. of the IEEE Inter-
natioral Conference on Communications, San Francisco, June 8-10, 1970.

Coffman, E. G., Jr., ard R, R. Muntz, "Model of Pure Time Sharing Disci-
plines for Resource Allocation," Proc. of th2 24th National Conference
of AOM, August 1969.

Kleinrock, L., "Swap Time Considerations in Time-Shared Systems," IEEE
Transactions on Camputers, August 1969.

Kleinrock, L., "Comparison of Solution Methcds for Computer Network Models:,"
Proc. of the Camuter and Conmunications Conference, Rome, N.Y., Oct. 2,
1969,

Kleinrock, L., "A Continuum of Time-Sharing Scheduling Algorithms," to be
presented at and published in Proc. of the SJCC, Atlantic City, N.J., May
1970,

Kleinrock, L., "Analytic and Simulaticn Methods in Computer Network Design,"
to be presented and published in Proc. of thz SJCC, Atlantic City, N.J.,
May 1970.

Kleinrock, L., and R. R. Muntz, "Multilevel Prcoessor-Sharing Queuveing
Models for Time~Shared Systems,” to be prasented at and published in Proc, of
the Sixth International Teletraffic Congress, Munich, Germany, August 976,

Muntz, R. R., and R. Uzgalis, "Dynamic Storege Allocation for Binary Search
Trees in a ‘wo-Level Memoxy," Proc, of the lPourth Annual Princeton Confer:nce
on Information Sciences and Systens, Prince®on, N.J., March 20-27, 1370.

PUBLICATIQNS OF INTEREST SUPPORTED
UNDER THE PREVIOUS ARPA CONTRACT #SD-184

Baer, J., and G. Estrin, "Frequency Numoers Associated with Directed Graph
Representations of Computer Programs," Second Hawaii International Confer--
ence on Syster Sciences, Honolulu, Hawaii, Januvary 22-24, 1969,

Cofiran, G., and L. Kleinrock . “"Sare ieedhack Queueing Models for Time-
Shared Systems," Proc. of the Fifth International Teletraffic Congress,
New York, pp. 288=304, Junz 13-19, 196G7.

5




e

15,

16.

17.

18.

19.

20.

21,

22,

23,

24,

25.

26.

Estrin, G., and L. Kleinrock, "Measures, Mudels and Measurements for Time-
Shared Computer Utilities," Proc. of the 22nd ACi National Meeting, Washing-
m’ D-C-pE)- 85-96' August 1967.

Kleinrock, L., "Time-Shared Systems: A Theoretical Treatment," JACM, Vol. 14,
pp. 242-261, 13967,

Kleinrock, L., "Distribution of Attained Sexvice in Time-Shared Systems,”
Journal of Carputers and System Science, Vol. 1, No. 3, pr. 287-298, October
EG?.

Kleinrock, L., "Some Recent Results for Time-Shared Processors," Pxoc. of
the International. Conference on System Scierces, University of Hawaii,
Honolulu, January 29-31, 1968,

Kleinrock, L., 2nd E. G. Coffman, "Computer Scheduling Methods and their
Countermeasures,” Proc. of the Spring Joint Computer Conference, Atlantic
City, N-Jo' ppo 11-21' April 30'1\lay 2, 1968.

Kleinrock, L., "Sare Results on the Design of Communicatia. Nets," Proc.
of the IEEE International Comminications Conferenc:. Philadelnhia, Pa.,
pp. 699-705, June 12-14, 19368.

Kleinrock, L., "Certain Analytical Results for Time-Shared Processors,"
Proc. of the IFIP Coing.ess, Edinburgh, Scotland, pp. D119-D125, August 5-10,
1968.

Kleinrock, L., and E. G. Coffman, "Feecback Queueing Models for Time~Shar:d
Systems,” Jownal of the AQM, Vol. 15, No. 4, pp. 549-576, Octdber 1968.

Kleinrock, L., "Time-Sharing Systems: Analy:ical Methois," Proc. of the
Symposium on Critical Factors in Data Managoment/1968, UCLA, March 20-22,
4168, published by Prentice-Hali, pp. 3-32, 1969,

Klesnrock, L., "Models for Computer Networks," Proc. of the IEEE Interna-
tional Conference on Communications, Boulder, Colo., pp. 21-16 to 21-29,
June 9-11, 1969,

Kleinrock, L., "On Swap Time in Time-Shared Systems," Proc. of the IEEE
Conputer Group Conference, Minneapolis, Mini., pp. 37-41, June 17-19, 1969.

Martin, D., aid G. Estrin, "Models of Compu:ational Systems-Cyclic to
Acyclic Graph Transformations," IEEE Transastions on Electronic Comouters,
Vol, EC-16, p:. 70-79, February 1967.

Martin, D., and G, Estrir, "Experiments on Modals of Camputations and
Systems," IEE- Transactions on Electronic Carputers, Vol. EC-16, pp. 59-69,
February 1967.

Martin, D., aad G. Estrin, "Models of Camputations and Systems-Ivaluaticn
of Vertex Prosabilities in Graph tlodels of Cemputaticns," Journal of AOM,
Vol.. 2, No. 14, pp: 281-299, April 1967.

Martin, D., and G. kstrin, "Path Length Camputations on Graph Models of
Corputations,” Transactiors of the IEED, Vol. C-18, pp. 530-536, June 1969,

6




11.1 Analytic and Simulation Methods in Cmpufer Network Design*
(This is a paper to be presented at SICC '70 written by

Leonard Kleinrock
Corputer Science Department
Universi’y of Califcmia at Los Angeles

1os Angeles, California 90024)

*This work was supported by the Advanced Research Projects Ngency of the
Department of Defense L DAHC15-69-C~0285.




ANALYTIC AND SIMULATION METHODS
IN CQMPUTER NEIWORK DESIGN#*

Leonard Kleinrock
Computer Science Depaitment
University of California at Los Angeles
Los Angeles, California 9002l

(213) 825-2543

ABSTRACT

This paper addresses itself to problems and solutions in the mathe-
matical analysis znd simulation of camputer netwerks. A framework is cori-
structed around which a useful theory of computer networks can be developed.
The results so far obtained provide meaningful insight and useful alds in
analysis and design of these systems. The ARPA experimental camputer network
is used as an exanple against which the methods of this paper can be camparec.

The paper divides in three parts. The first creates a mathematical
queuelng model vhich is then analyzed to yield “he average message delay fer
messages travelling through the network. Tnese analytic computations are then
compared to simulation results for the ARPA caruter network in a given con-

, f‘iguration 5 amodel 1s found for which the ag,rteemnt between theory and simu-
lationl 1s amazing'y goocd. The second part addr:sses itself to the cynthesis
and optimization quescion; this requires the definition of an apprépria‘ce
cost function for the network and we carefully examine a variety of such eerst

functions which resemble available data on commareial transmission systems.

¥This work was supported by th2 Advanced Rasearch Projects francy cf the
Department of Defense (DAH15-69-C-02£5).
c
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The optimizaticn then reduces to finding that distribution of channel capacity
within the network which minimizes the average nessage delay at a fixed net-
work cost. These cptimal designs are then compared on the basis of average
message delay, system cost, and throughput data rate. This campariscn shows
that the particulsrly simple lincar cost function (which is well understood
ard zauy te solve) approxinates a much more comdlicated (albeit more realistic)
cost function, nanely the power law cost function. The fact that the power
law case can be well approximated by the linear case is most valuable since
the linear case ylelds completely to analytic m:thods in solving for the opti-
mal distribution of capacity in networks. The third part considers some aspects
of the operating procedure within a computer ne:work. In particular, the
Important que:tion of how one should medify and update the network routing
procedure is considered. It 1s shovm from simulation that for the ARPA network
an asynchrcnous metiod for updating is superior to the synchronous method in
that it provides smaller average message delays; however, the cost for asyn-
chronous updating has yet to be accounted for o:id the software overhead for
this method must be studied in terms of its eff:ct on message delay and through-
put. It is aiso shown “hat the synchronous upditinrg method includes transient
locping effects which 1f removed can provide reiuced message delays as well.
The results obtained so far are most encou:oging and it is vital that
these ﬁzethods be extendea to consider other performance measures and network

parameters so as to sharpen these already useful tools.




ANALYTIC AND SLIULATION FETHODS
IN COMPUTER NETWORK DESICMN #

by
Leonard Kleinrock

INTRODUCTION

The Seventies are here and so are computer networks! The tin. sharing
Industry dominated the Sixties and it appears ti:al computer networks will
play a similar role in the Seventies. The need has now arlsen for many of
these time shared systems to share each others' resources by coupling then
together over a cormunication network thereby creating a comouter network.
The mini-computer will serve an important role nere as the sophisticated
terminal as well as, perhans, the message switcaing computer In our networks.

It is fair to say that the cornuter imdustry (as is true of most other
large industries in their early development) has been guilty of "leaping
before looking'"; on the other hand "losses due to hesitation" are not
especlally prevalent in this industry. In any case, it is clear that much

is to be gainel by an approvriate matheratical analysis of performance and

cost measures for these large systems, and that these analyses should most
profitably te undertaken hefore major design.ccmmitments are made. This
péper atterpts tc move Jn the direction of providing scine tcols for and
insight into the desien of comnuter networks through matheratical modeline,
analysis and slmulation. Franv, et al.u descrlbe teols for obtaining low
cost netuorks by choosing armong tonsolories usirg computationally efficlient

rethods from networiz flew theory; our arprozch conrderents theirs in that we

e e e - e e e ———e 4
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look for closed analytie expressions vheres possible. Our intent is to provide
underst ..ding of the behavlior and trade-offs avallable in some conputer net-
work situations thus creating a qualitative tool for choosing design options

and not a numerical tool for choosing vrecise dasipn parameters.

THE ARPA EXPERIMENTAL COMPUTER NETWORK - AN ﬁXAﬂPLE

The particular netvork which we shall use for purposes of example (and
with which we are mcst familiar) is the Defense Department's Advanced Research
Projects Agency (ARPA)‘experimental computer-network.2 The ccncepts basic to
this network vere clearly stated in Refererice 11 by L. Roberts of the Advanced
Research Projects Agency, who orisinally conceived this system. Reference 6.
which appears in these proceedings, provides a descripticn of the historical
develonment as well as the structural organization and immlerentatior. of the
ARPA network. We choose to veview some of that description below in order to
provide the reader with the motivation and understarding necessary for main-
taining a certaln degree of self containment ir: this paper.

As might be expected, the design specificetions and configuration of the
ARPA network have changed many times since its inception in 1967. In June,
196G, this author published a naner 8 in which a particular network configuri-
tion was describted and for which ce.tain analytical models were constructed
and studied. Thet network consisted of ninetecn nodes in the continental
United States. Since then this numnter has changed and the identity of the
nodes has chanred and the tonology hns changed, and so on. The paper by
Frank, et al.,“ publishted in these vroceedin~s, describes the btehavier and
tonological desiymn of one of these newer versions. | .eover, in order to te

consistent with our enrlier results, arnd since Lhe ARPA example 1s intended




as an illustration.of an approach rather than a precise desion computation,
we choose to continue to study and therefore to describe the original nine-
teen node network in this paper.

The network provides store-and-forward communication paths between the
set of nineteen corputer research centers. The computers located at the
various nodes are drawn from a variety of manuracturers and are highly incom-
patible both in hardware and software; this in fact presents the challenge of
the network experiment, narmely, to provicde effective communication among and
utilization of this collection of Ilnconpatible machines. The purpcse 1s
fundamentally for resource sharing where the résources themselves are nighly
specialized and take the form of unique hardware, programs, data btases, and
human talent. For example, Stanford Research Insticute will serve the func-
tion of networi: librarian as well as provide an efficlent text editing system;
thé University of Utah provides efficient alporithms for thé manipulation of
figures and for oicture processing; the University of Illinols will provide
-'through its ILLIAC IV the poweir of its fantastlc parallel processing capabllity;
UCLA will serve as network measurement center and also provide mathematical
models and sirmlation capability for network and time-shared system studies.

The example set of nineteen nodes 1s shovm in Figure 1 (as of
Spring 15969). The traffic matrix which describe§ the message flow
required between various pairs of nodes is givén in Reference 8 and will not
be rerpeated here. An underlying constraint placed upon the construction of
this network was that network operating procedures viould not Interfere in
any significant way with the operation of the already existins facilities
which were to be connected together throucn this networﬁ. Consequently the
message handling tasks (relay, acknowledgment, routirg, bufferinr, ete.) are

carried out in a speclal purpose Interface liessere Processor (IFP) co-located




with the principal ccirputer (denoted HOST corputer) at each of the conputer
research centers. The communication channels are (in most cases) 50 kilobit
per second full diplex telephone lines and only the IiPs are connected to
these lines throuth data‘ sets. Thus the commurnication net consists of the
lines, the IMPs and the data sets and serves as the store-ard-forward system
for the HOST compiter network. Messages which flow between HOSTs are broken
up into small entities referred to as packets (each of maximum size of
approximately 1C0) bits). The IIMP accepts up to eight of these packets to
create a maxirum size message from the HOST. The packets make their way
individually throigh the IMP network where the appropriate routing procedure
directs the traffic flow. A positive acknovwiedgment is expected within a
gliven time period for each inter-IMP packet transmission; the absence of an
acknowledgment forces the transmittine IMP to repeat the transmission
(perhaps over the same channel or some other alternate charnel). An acknov-
_ledg;nent may not oce returred for example, In the case of detected errors or
for lack of buffe~ space in the receiving IilF. Ve estimate the average
packet size to be 560 bits; the acknowledgrment length is assumed to be 140
bits. Thus, if w2 assume phat each packet transmitted over a channel causes
the generation of a positive acknovwledgment packet (the usual case, hopefully),
then the average opacket trén'smission over a 1lie iIs of size 350 bits. Much
of the short interactive traffic is of this nasure. Ye also anticipate mes-
sage traffic of nuch longer duration and vwe refer to this as multi-packet
traffic. The averare input data rate to the etire net is assumed to te 22°¢
kiiobits _ﬁer‘ second and apaln the reader is referred to Peference 8 for
further details ¢f this traffic distributicn.

So nuch for the desarintion of the ARPA natwerk. Protecol and oneratir:s




pr‘*oceciures for the ARPA computer network are described in References 1 and 6
in these proceedings in nmuch greater detail. The nistory, development, moti-
vation and cost of this network 1s described by its originator in Reference
12. Iet us now proceed £o the mathematical mod21ling, analysis and simulation

of such networks.

ANALYITC AND SIMULAJION METHODS

The matheratical tools for computer networ< desigm are currently in the
early stapes of development. In many ways we a-e still at the stage of at-
tempting to create computer network models which contain enough salient
features of the network so that behavior of such networks rmay be predictad
from the model bet.avior.

In this sect’on we begln with the orcblem of analysis for a glven net-
work structure. l'irst we review the author's eirlier analytic model of com-
munication networlis and then proceed “o identify tlnse feaztures which dis-
tinguish commuter networks from strict comunication netvorks. Some previously
published results on corputer networks are revizvied and then new im;)row 2nts
on these results are presented. ‘

We then cons’'der the synthesis and ontlmization question for networks.
We.pr'oéeed by firit discussing the nature of tre channel cest function as
available under vresent tariff and charging stractures. Ve consider a number
of different cost functions whicn atternt to arproxirmate th2 true data and
derive relstionchips for ontimizine the selection of channel capacities undes
these varicus cost fuacticns. Cenpmarisons anonz the ootimal solutions are

then made for the ARPA network.




Finally in this seclion we consider the operatinge rules for conpuler
networks. Ve present the results of sinulation for the ARPA network regard-
ing certaln =spects of the routing procedure which provide improvements in

performance.

A Model from Queueing, Theory - Analysis

P A e e e e e e e e e
In a recent work8 this author presented sone computer network models
which were derived from his earlier research o:. communication networks7.
An attempt was made at that tire to incorporate many of the sallent features
of the ARPA netwiork described above into this conputer network model. It
was pointed out trat comuter networks differ from communication networks as
studied in Reference 7 in at least the following; features: (a) nodal storage
capacity is finite and may be expected to fill occasionally; (b) channel and
modem errors occur and cause re-transmission; () acknowledgment messages in-
crease the messape traffic rates; (d) messages “rom HOST A to HOST B tybical]y
create return traffic (after some delay) from B to A; (e) nodal delays becore
imoortant and corrarable to channel transmission delays; (f) channel cost
functions are more complex. Ve intend to inclule some of these features in
our model below. .
The model prouposed for computer networks 13 drawn from our communicat’on
neéwork experience: and includes the folluwing assummtions. Ve assur2 that
the méssage arrivals form a Poisson process with averare rates taken from a
glven traffic matrix (such as in Reference 8), where the messape lengths are
exponentiaily distributed with a rmean 1/u of 350 bits (note that we are only
accountins for short mossases and neglectins Lre nulti-paclet traffic In

this model). As discuscted at lensth in Befererce 7, we also rake the




lndepe-ndence _asswnption which allows a very simple node by node analysis.
We further assume that a fixed routing procedure exists (that is, a unique
allowable path exists from origin to destinatic:: for each origin-destination
palr).

From the abov: assumptions one may calculate the average delay T, due to

i
walting for and tranmmitting over the 1th channel from Eq. (1),

ue, 2 e (1)

where A, 1s the average number of messages per second flowing over chamnel 1

i
(whose capacity is Ci bits per second). This wiis the appropriate expression
for the average channel delay in the study of coanunication r.f:ts7 and in that
study we chose as our major performancs measure the message delay T averaged

over the entire network as calculated from

y i
r=yY Lo (2)
T vi

where y equals the total inpuc data rate. Note that the average on Ti is

« formed. by weightirg the delay on channel Ci wit the traffic, A 12 carried on
that channel. In the study of communicaticn neas7 this last equation p.rovided
an excellent mean:. for calculating the averase aessage deluy. That study
vent on to optimiie the selection of chamnel canacity throushout the netvork

wxier the constraint of a fixed ccst which was asswicd to be Iincar with

capacity; wo elaborate upon this cost fuaction later in *bits soction.




’l;rlc computer network models studied in Refercnce 8 also made use of
Eg. (1) for the calculation of the channel delays (including queueing) where
parameter choices'were 1/u = 350 bits, Ci = 50 ]dlobits and )‘i = gverage mes-
sage rate on chanrel 1 (as deteymined from the uvraffic matrix, -the routim;
procedure, and accounting for the effect of acknowledgment traffic as men-
tioned in feature (c) above). In order to accomnt for feature (e) above, the
performance measure (taken as the average 'mcssage delay T) was calculated
from
M

. i -3
T—? Y(Ti+10 ) (3)

where again y = total Inpu. data rate and the term 10-3 = 1 millisecond
(nominal) is included to account for the aszumel (fixed) nodal processing
time. The result of this calculation for the ARPA netuork shown in Fig;ﬁre 1
may be found in Reference 8.

The computer networi model described above is essentially the one used
for calculating dele . in the topological studizs reported upon by Frarnk et
al. in these proceed.‘mgs.u '

A nunber of sinulation experimants have bezn carried out using a rather
detoiled description of the ARPA netwock and its operating procedurc. Some
of these results were reported upon in Referencz2 8 and a comparison was made
there betwecn the theoretical results obtained from Eq. (3) and the simulation
results. ’I:his comarison is reoprcduced in Figure 2 where the lowest curve
corresponds to the results of Eq. (3). Clearly the comparison between simuli-

tion and theory is only mildly satisfacteory. [s pointed out in Reference d,




the discrepaﬁcy is due to the fact that the acknowledgment traffic has been
improperly included in Equation 3. An attennt was made in Reference 8 to
properly account for the acknowledgment traffic; however, this adjustment

Qas unsat.isfactory. The problem is that the average messagze length has been
taken to be 350 bits and this lengsth has averaged the traffic due to aclimowl-
edgment messages along with traffic due to real messages. These acknowledg-
ments should not.be included among those nessages whose average system delay

is being calculat:d and yet acknowledgment traffic must be included to prpperly
account for the t-uc leading effect in the network. 1In faét, the appropriate
way to include this effect 1s to recognize that the time spent waiting for a
chanmnel is dependent upen the total traffic (including acknowledgments) whereas
the time spent in transmission over a channel shonld be proportional to the
message length of the real message traffic. [orecver, our theoretical equa-
tions have accounted only for transmission del:ys which come about due to the
‘finite rate at which bits may be fed into the chamel (i.e., %0 kilobits per
second); we are riquired however to include also the propagaticn time for a

bit to travel dowa the length of the charnel. Lastly, an additional one
millisecond delay is included in the final destination node in order to deliver
the messazge to ti2 destination HOST. These additional effects give rise to the

following expression for the average message delay T.

A 2. /uC '
1771 -3 -3
=y -1 (_,.n.- $ =3 4 PL, + 10 ) + 10 ()
T Y W0 WG- 1
where 1/p' = 550 bits (a real messare's averas: lencth) and PLi is the propa-

gation delay (derendent on the charnel lensth, Li) for the ith channel. ‘i'he




first term in parentheses is the average transmission timz and the second
term 1s the averag: walting time. The result of this calculation for the
ARPA network gives us the curve in Figurce 2 labealled "theory with correct
acknowledge adjustment and propagation delays."” The correspondence now
between simulation and theory is unbelievably good and we are encouraged that

- this approach appears to be a suitable one for {he prediction of computer net-
work performance for the assumptions made here. In fact, one can go further
and include the effect on messaze delay of the priority given to acknowledg-
ment traffic in the ARPA retwork; if one includes this etfect, one obtains
another éxcellent fit to th= simulation data labelled in Figure 2 as "theory
corrented and with priorities."

hs discussed in Peference 8 one may genera’ize the model considered

herein to account for morc general message leng'h distributions by making use
of the Pollaczek-Khinchin rnrula for the delay T* of a channel with ca?acity
Ci‘ where the message lengths have mean 1/u bits with variance 02, where Ai

is th2 average messege traffic rate and oy = Ai/uci vhich states

e
1 '_pi(1~+ u‘na}

T, = T + . (5)
i v C1 2(uCi - 3{Y’

This expression would replace the first two tenis in the parenthetical expre: -
sion of Eq. (U); of coursze by relaxing the assunption of an exponeﬁtial distri-
bution we rcmove the simplicity provided by the Ilarkovian prorerty of the
traffic flow. This approach, however, should provide a better approximation

to the true benavior when required.

10




Having triefly considered the problem of analyzing computer networks
with regard to a single performance measure (average message delay), we now
move on to the considerction of synthesis questions. This investigation

inmediately leads into optimal synthesis procedures.

Optimization for Various Chamnei Cost Functlons--Synthesis

We are concerncd here with the optimization of the channel capacity
assignment under varilous qs:lswnptions regarc‘xing he ccst of these channels.
This optimization must be made under the constriint of fixed cest. Our prob-
lem statement then becomes:¥

Select the {Ci} so as to minimiza 7' 6
subject to a fixed cost constraint ’
where, for simplicity, ve use the expresslon in Eq. (2) to define T.

Wz are now faced with c¢hoosing an appropriate cost function for the
systecin of channels. Ve assume that the total cost of the neuvwork is contaired
in these chanrnel costs where we certainly permit fixed termination charges,
for example, to be included. In order to gel 2 feeling for the correct form
for the cost function let us examire same available data. TFrom Reference 3
we have available the costing data which we present in Table 1. Fram a sched-
~ule of costs for leascd conmunication lines.ave ilable tc ARPA we have the data

presented in Tabls 2.

¥The dual to this optimization problem may z21so be considered: "Select
the {C;} so as to minimize cost, D, swjcet to a fixea message delay con-
straint." The solution to this dusl prohlem gives the optinum Cq with the
sare functicnal depondence on >‘i as one obtalns for the orlginal cptimizaticn
protlen.
1%




PARLY, T--Publicly available leased transmission
y
line costs froa Refercnce 3

Cost/mile/month
(normalized to

Speed 1000 mile distance)
45 brs $ .70
56 bps ‘ .70
75 bps a7
2400 bps 1.79
i KB 15,00
82 KR ' 20;00
230 B 26.00
1 MB 60.00
12 MB 287.50

TABIE II--Estimated leased transmission line costs based on Telpak rates®

Cost Cost/mile/month
(termination + mileage) (normalized to

Speed /month . 1000 mile distance)
150 tps $ 77.50 + $ .12/nile $ .20
2400 Dbps 232, + .35/mile | .58
7200 bps 810 +  .35/mile 1.16
119.2 B 850 + 2.10/mile 2,95
50 KR 850 + b4,20/mile 5.05
108 KB 2400 + U4.20/mile 6.6C
230.4 KB 1300 + 21.00/miile | 22.30
465.8 KB 1300 4+ 60.00/mile 61.3G
1.304 "B 506  + 75.00/mile 80.00

¥Inese costs are, In sone caseg, first estirmtes and are not tn be
consldered as quoted rates.

12




Ve bave plotted these functicns in Figure 3. Ve must now atterpt to find an
analytic function shich fits cost functions of this gort. Clearly that ana-
lytic function will depend upon the rate scheduie available to the conputer
network designer and user. Many analytic fits 1,0 this function have been

proposed and in particular in References 3 a fi is proposed of the form:

0.44
i

Cost of line = 0.1 C $/mile/month 7N

Based upon rates available for private line chainels, Pfast:r*omonaco10 arrives
at the following fit for line costs where he has normalized to a distance of

50 miles (rather than 1000 miles in Eq. (7))

0.31€

Cost of line = 1.03 c, $/mile/month (8)

Referring now to Figure 3 we see that the ndlease costs frem Table II rise
as a fractional erponent of capacity (in fact with an exponent of .815) sug-

gesting the cost function shoem in Fg. (9) btelw

.815 .
Cost of line = A C, $/mile/month (9)

Thesc last three equations give the dollar cost per mile per month where the
capacity C1 is giren in pits per second. It .s interestinz toc note that all

three functions ae of the form

Cost of line = A Cia $/mi le/morith (10)

It is clear from these simple consideraticns trat the cost function approrriate

for a particular application dopends uson that arplication and therzfore it is

a

difricult to estanlish 2 unlaue cost function for all situations. Consequently,

13




we sat:isfy ourcelves belowr by conslderiny a nmunber of possible cost functions
and study optimizatior condilions and results which follow from those cost
functions. The desicner may then choose from anong these to match his given
tariff schedule. Thesc cost furctions will foriy the Tixed cost constraint
in Eq. (6). Let us now consider the collection of cost functions, and the

related optimization questions.

1. Linear cost function. Ve begin w_.th this case since the analysis

already exists in the author's Reference 7, whe:e the assumed cost constraint
took the form
D=3 4,0C, (11)
i
where D = total number of dcllars available to spend on chamnels, d g = the

dollar cost per urit of capacity on the ith chamel, and Ci once again is the

capecity of the ith

channel. Clearly Fq. (11) is of the same form as Eq. (10)
with a = 1 vhere ve now consider the cost of all channels in the system as
having a linear form. This cost function assumes that cost is strictly
linear with respect to capacity; of courss this same cost function allous the
assurption of a constant (for examle, teraination charges) plus a linear cost
function of capacity. This constant (temninatin charge) for each channel may
be sultractiu out of total cost, D, to create an equivalent problem of the furm
glven iﬁ Eq. (11). The constant, di’ allows on2 to account for the length of
the charnel since di may clearly be proportionnl to the lensth of the channcl
as weli as anything else roganding the particular channel involved such as,

for cxanple, the terraln over which the chanrel must be vlaced., As was done

in Refercence 7, one nay carry oul the ninimization glven by Fa. (£) uning, for

14
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exanple, the methed of Lagrangian undetermined nultipliers.” This precedure

yiclds the following equation for the capacity

N D\ VMY »
C, =-= 4+ [—}) — -1 (12;

1w 4/ Y Ad.

‘ 3 JJ

where
X.d

o 1% \
De =D —g: >0 (13)

When we substitute this result back into Eqg. . (2) we obtain that the perform-

ance ireasure for such a channel capacity assignnent is

2

n(Zi: A,d i/A) _.

T = L. (k)
uD,

where
> M
A

~

n= = % = average rath length (153

The resulting Eq. (12) is referred to as the scuarc root channel capacity
assignment; this particular assicrrent first provides to each channel a capacity
equal tg )‘i/“ vhich i1s mercly the averaze bit :ate which rust pass over that
éhannel and whiclt 1t niust obviously Le previdec if the channel is to carry

such traffic. In addition, surplus capacity (cue to excess dollars, De) is
assligned to this channel in proportion to the squarce root of the traffic car-
ried, hence the name. In Refercnce 7 the author studied in great detail the
partizular case for which di = 1 (the case for which all channcls cost the

sare regardless of lenmth) and considerable inforimtion recarding topological

[ ]
wn




desigﬁ and routing procedurces was thercoy cbtalned. However, in the case

of the ARPA nctwork a more reasonable choice for d:1 is that it should be
proportional to the length Li of the ith channel as indicated in Eq. (10)

(for a = 1) which giveslthe per mileage cost; twus we may take d; = ALi.

This second case was considered in Keferencce 8 and aiso in Reference 9. The
interpretation for' these two cascs regarding th:2 desirability of concentrating
traffic into a fev large and short channels as well és minimizing the average
length of lines traversed by a message wes well discussed and will not be
repeated here.

Ve observe in the ARPA network example since the charnel capacities are
fixed at 50 kilob:its that there is no frecdom lzft to optimize the choice of
channel capacities; however it was shorm in Refarence 8 that one could take
advantage of the optimization procedurc in the following way: The total cost
of the network using 50 kilebit chamnels may be calculated. Cne may then
optimize the network (in the sense of minimizirg T; by allowing the channel
capacities to vars while maintaining the cost fixed at this figure. The result
of suchioptimizatLon will provide a set of charnel capacities which vary con-
siderably from th: fixed capacity netwiork. It was shown in Reference 8 that
one could improve the performance of the nework in an efficient way by allow-
« Ing that channel +hich required the largest caracity as a result of optimiza-
tion to be increased from S0 kilobits in the fixed net to 250 kilopits. Thnis
of course iIncreas:s the cost of the system. Cre may then provide a 250 kilchit
channel for the s2cond "most needy" charnel from the optimization, increasivz
the cost further. Cn2 may then continue tnis procedure of increasing Lhe nea2dy
chamnels to 250 kilebil: wihille inercasing the cost of the netwerk and observe

the way In which messane dolay deersnncs as systen cect incroases. It wes

16




found that natural stopping points for this procedure existed at which the
cost increaséd rapidly without a sinllar sharp decrease in message delay
thereby providing some handle on the cost-performance trade-off.

Since we are more i‘nt;erested in the differonce between results obtained
when one varies tle cost function In more signilicant ways, we now study

additionnl cost finctions.

2. Loperithmic cost functions. The next case of intercst assumes

a cost function of the form

D= ? d; log, o C; (16)
where D again 1s the total dolla» cost provided for construrting the network,
di Is a coefficiert of cost which may depend upon lencth of channel, a is an
appropriate multiplier and Ci is the capacity cf the ith chennel, Ve consider
this cost function for two reasons: first, because it has the proper'ty. that
the incremental cost per bit decerecases as the chamnel size increases; and
secondly, because it leads to simple theoretical results. We now solve the
minimization problem expresscd in Eq. (6) where the fixed cost ceonstraint is
now given throuzh Eq. (1€). We o‘otai‘n the following equation for the capacity

of the 1th channe .

A 1 11 &Y

In this solution the Lagranzian nultipller f nust be adjusted so that trg. (1.3)'

is satisfied wnen Ci is substituled In frem Eq. (17). lNote the unusu=l shia-
L] + 2 . .~ . - 1
plicity for the colution of Ci’ nomely Lint Liv chnel capzeity for the iLll




channel 1o dircclly preoortional to the traffic carrled by that chanel,

A i/u. Contrast this result with the result Jn Mg. (12) where we had a square
root channel capacity assigmment. If we now take the siimle result given in

Fg. (17) and usc it in Eq. (2) to find the performance measure T we obtain

T= 3, = (18;

In this last result the performance measure depands upon the particular dis-
tribution of the internal traffic {Ai/u} through the constant 8 which is

adjusted as described above.

3. Tre power law cost function. As we saw in Egs. (7), (8), and

(9) it appears tkat many of the exlsting tariffs may be approxinated by a

cost function of the form glven #n Eq. (19) below.
- a
D= ), d;Cy (19)

where a is some appropriate exponent of the capacity and di is an arbitrary

multipli.er' which may of course depend upon the length of the channel and oth:r
f)er"tinent channel paramcters. Applying the Lagrrangian apain with an undeter-
min. 4 multiplier B we obtain as our condition for an optimal channel capacit:

the following nor.~lincar eguation:

1 _ 2 -
C; = =5 =0 ° gy =0 (20)




wnere

g = T (21)
1 nyRod;

Once again, B mus® be adjusted sc as tc satisfy the constraint Eq. (19).
It can be shown that the left hand side of Eq. (20) represents a convex
function and that it has a unique solution for scme positive value Ci' We

assume that o is in the range

O<ac<l

as suggested from the data in Figure 3. We may also show that the loca-

tion of the solutlon to Eq. (20) is not especclally sensitive to the parameter
setting.  Therefore, it 1s possible to use any efficient iterative <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>